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Abstract

WhatsOn is a web application, built with Ruby on Rails, that suggests movies on redbox (a movie rental kiosk) and in theaters to its users based on their calculated preferences. It accomplishes this using user-user collaborative filtering. K-NN Collaborative filtering was implemented using the K-Means algorithm and a weighted average. Using this methodWhatsOn manages to predict, with reasonable accuracy, the estimated ratings for many of its users.

Motivation

There are a lot of movies to choose from. These movies may be popular or unpopular. Most of us have probably heard of the popular movies but what about the unpopular movies? The aim of this project is to suggest both popular and unpopular movies that are currently on redbox or in theaters.

Technology Overview

Front End
- HTML
- CSS
- jQuery

Back End
- Ruby on Rails

Ruby Gems: Nokogiri, GoogleClientAPI, Whenever

Collaborative Filtering

The type of collaborative filtering used was user-user collaborative filtering also known as K-NN collaborative filtering. K-NN collaborative filtering is a straightforward algorithmic interpretation of the core premise of collaborative filtering, which is the grouping of similar users and using their average ratings for a particular item as an indicator of the expected rating for other similar users. Collaborative Filtering is accomplished by first creating a recommendation matrix. For example:

<table>
<thead>
<tr>
<th>Movie 1</th>
<th>Movie 2</th>
<th>Movie 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>User A</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>User B</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>User C</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>User D</td>
<td>?</td>
<td>2</td>
</tr>
</tbody>
</table>

This matrix consists of four users and their ratings for three movies. Each row in the matrix is treated as a positional vector. This means that each user has a position in space. For example:

Users whose positions are close to each other are said be similar because they rate movies similarly. Hence, we use group B and C together and use a weighted average to estimate D’s rating for movie 1.

K-Means

The K-Means algorithm was used to group similar users based on their position vector. The K-Means algorithm works as follows:

Step 1: Each node (user) is given a position.
Step 2: Cluster centroids are randomly placed within the range of the nodes positions.
Step 3: Each centroid is assigned the nodes that are closest (Euclidean Distance) to it.
Step 4: Centroids are then repositioned to the average position of their nodes
Step 5: Repeat steps 3 and 4 unless at equilibrium.

Performance

WhatsOn manages to predict, with reasonable accuracy, the expected ratings for users of the application. It does, however, suffer from the “cold starting” problem that plagues many collaborative filtering applications and the K-Means algorithm needs to be optimized. The cold starting problem is as a result of a scanty recommender matrix (many users who have not rated items).

Future Work

- Optimization of the K-Means algorithm.
- Add a feature learning component.
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